< Avuwiner

Linux DMAC
FRigr

hRZsS: 2.2
A% BEH: 2020.04.15



@LWIIWER

MHER: WE

k4758
ks = HEA BMEITA AEER
1.1 2020.06.29 AWA1440 1. ¥Rk
2.0 2020.11.19 AWA1527 1.for linux-5.4
2.1 2021.04.08 XAA0190 1. 7500 linux-5.4 BECEE R
2. 70 linux-5.4 device tree JR34E
AP
2.2 2020.04.15 XAA0190 1. BA&=0

WRINFE © HRB2ERRRNERAR. RE—IF



@LWIMIER
s MXHEER: WE

1 #hA 1
1.1 BWEB/ . . . o 1
1.2 EREEE . . . . o e 1
13 FBEAR o 1

2 DMA Engine %8 2
2.1 BARELR . 2

2.1.1 RIBATE . . . e 2
2.1.2 THEEEITY . . . . e e 2
2.2 BARGEM . 3
2.3 MERBLEMD . . 3
2.4 BHRECE . . . . e 4
2.4.1 kernel menuconfig 8t& . . . . . . ... ... ... 4
2.4.2 device tree JRRBEEMABEEE . . . . . ... 6
2.4.3 device tree ¥t dma THIZZREAKRE . . . . ... ... 0L 7
2.4.4 device tree S¥ dma BRIFEMIEE . . . . . . ... L. 7
2.5 R . e 7
251 WTEED . ... em e 7
252 BBIR ... 8
253 BHREE L . . e 8

3 #EREOGEA 10
3.1 dma request channel . .. .4 . ... ... ... .. o . 10
3.2 dma request chan © . . .. .. ... ... 10
3.3 dma release channel. . . . ./ .. ... ... . ... .. ... . ... ... 11
3.4 dmaengine slave config . .4 . . . . . .. ... 11
3.5 dmaengine prep slave sg/. . . . . .. ... L 12
3.6 dmaengine,prep dmasCyclic . . ... ... .. ... ... ... .. ... .. 13
3.7 dmaengine submit . . . ... ... L o 13
3.8 dma async issue pending . . . . . . . .. ... ... ... e 14
3.9 dmaengine terminate all . ... ... ... .. ... ... ... . 14
3.10 dmaengine pausSe . . . . . . . . ..t e e e e e e 14
3.11 dmaengine resume . . . . . . . . . . ...t e e e 15
3.12 dmaengine tx status . ... ... ... .. ... ... .. 15

4 DMA Engine A2 16
4.1 BARIE . . . . e 16
4.2 FBEBIM . . . o e 16

5 fEREH 17
5.1 BRI . . 17

6 FAQ 19

WRIRFE © HRB2ERRRNHERAE. RE—TIMF ii



( Auwiner

XASER: W

6.1 dmadebug %R . . .. . . . ... 19
6.2 BUWEEAIRAE . . . 21

6.3 FIA sunxi dump EEHENETFE

R
\,\""“ﬂe

WA © BSEERERHERAE. RE—TF

iii



@LWIMIER
g MXHEER: WE

2-1
2-2
2-3
2-4
2-5
2-6
2-7
2-8
2-9

6-1
6-2

DMA Engine #ZRE] . . . . . . . . .. 3
Mi#Z menuconfig MBI . . . . . . .. ... 4
W#Z menuconfig MBFEE . . . . . . .. ... 5
linux-4.9 A% menuconfig dma drivers S8 . . . . ... ... ... ... .. 5
linux-5.4 A1 menuconfig dma drivers &8 . . . ... .. ... ... .... 6
DMA Engine RTEEIURER . . . . . . . . . e 7
DMA Engine 85 0/REE (slave S master) . ... ............. 8
DMA Engine g5#1/REE (master S master) . ... ... ......... 8
DMA Engine fBIFEIURERE . . . . . . . . 9
DMA Engine RFIE . . . . . . . . ... 16
WiZ menuconfig MBIE . . . . . . ... 19
Wi#Z menuconfig MBFEE . . . . . . ... 20
MiZ menuconfig BB . . . . . . ... 20

WRIRFE © HRB2ERRRNHERAE. RE—TIMF iv



@LWIMIER

MHER: WE

1.1 REER

7743 DMA Engine RN EZEOGFRAE:

1. dma driver framework
2. API 14
3. EREHINEREM

1.2 ERE

2]

& 1-1: EAmI&

[l E=E i ZSVEATEN IXSh 1
2EFrEFm Linux-4.9 sunxi-dma.c
2EEMm Linux-5.4 sun6i-dma.c

1.3 #HXAR

o DMA HIRERE
o IXEhIEIRA T
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2.1 EARBA

DMA Engine & linux 1% dma IREHIESS, 33 DMA RopfEELEERZEXKIEH T —1 2
FAVIEZRIRE), BMRESR— dma API it ZFMEREA DMA BARRAXOEGAT, RNKBER
RS, HEXNRTRMIEER, BENBIHE.

2.1.1 NELSTE

& 2-1: DMA BREXARIENE

ANiE fRREI A

SUNXI Allwinner %%l SOC E4F &

DMA Direct Memory Access(EZERTEZE)
Channel DMA i&&

Slave MigE, —iRigi&EBE

Master  F@iE, —RIEREF

2.1.2 DheE@E

DMA Engine RfERERME—ZEO, FRNENANTERAFRLN DMA #0, BREREIS
RO XK.
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2.2 EAREH
Bl 2-1: DMA Engine #& ea
3 + N
2.3 JRhgZ
linux4.9
I
|-- drivers
| -- dma
I Jo=
I [--
I J==
I | --
I | --
I | --
| |-- virt- dma h
| Y-- sunxi-dma.c
I
*-- include
“-- linux

| - -sunxi

| ‘---dma-sun*.h

“-- dma

*-- sunxi-dma.h
linux5.4
I
‘-- drivers
“-- dma

| -- Kconfig

| -- Makefile

| -- dmaengine.c

| -- dmaengine.h
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|-- of-dma.c
|-- virt-dma.c
|-- virt-dma.h
“-- sun6i-dma.c

2.4 1RIRECE

2.4.1 kernel menuconfig fic&

EHLTH#HN linux BR, #1117 make ARCH=arm64 menuconfig(32 fiIZ&% 5 make
ARCH=arm menuconfig) #AEEFHRE (Linux-5.4 WNIZhRZAE longan BR THIT:
./build.sh menuconfig, EREMNEEF%EE Allwinner A31 SoCs DMA support), F#&LL
THBIRE

B4, %8 Device Drivers EI#H N T—4&ECE, W FEFIR:

ration
Linux/am64 4.9.170 Kernc\CoWRdgbat
Highlighted letters are hotke es81nge<y> includes, =N> excludes, <

ielects submenus ---> (or empty submenus ----}.
ided <M= module =< > module capable

ceneral setupo--
Enable loadabl

binary formats ---=
r management options --->
Power Management --->

rki upport ---»

ce Drivers ---

are Drivers
File gystems ---=
Virgualization
gfnel hacking ---»
fecurity options ---=
Cryptographic APT --->
Library routines --->

2-2: W% menuconfig 1R

#%£¥¥ DMA Engine support, #NTREEE, A TEFR:

WA © BSEERERHERAE. RE—TF 4
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2-3: *t

linux-4.9 %% i pport # Support sunxi SOC DMA to access 4G ad-
dress , #1TF

& 2-4: linux-4.9 A% menuconfig dma drivers &

linux-5.4 #4#% Allwinner A31 SoCs DMA support, S0 FEFR:

WA © BSEERERHERAE. RE—TF




B W N -

Auwimer s
g XAEER:

ig - Linux/arm 5.4.61 Kernel Configuration

arch (DMA_SUN6I) > DMA Engine support

DMA Engine_support
Arrow keys navigate the menu. <Enter> selects submenus ---> (or empty submenus ----). Highlighted letters are hotkeys. Pressing <Y> includes, <N> excludes, <M> modularizes features. Press
<Esc><Esc> to exit, <7?> for Help, </> for Search. Legend: [*] built-in [ ] excluded <M> module < > module capable

--- DMA Engine support
[ 1 D0OMA Engine debugging
#k% DMA Devices #&%

> Allwinner A31 SoCs DMA support|

Freescale eDMA englne support

NP Layerscape gqDMA engine support
Intel integrated DMA 64-bit support

Fenesas Type-AXI NBPF DMA support

OQualcomm Technologies HIDMA Management support
Oualcomm Technologies HIDMA Channel support
Synopsys DesignwWare AHB DMA platform driver
*** DMA Clients **x

Async_tx: Offload support for the async_tx api
DMA Test client

A AAAAAARN
Ve VWYV VY Y

< Exit > < Help > < save > < Load >

2-5: linux-5.4 A% menuconfig dma drivers &

2.4.2 device tree JRRBLEEMFIREFR

o HEMNXMHNELERZ SoCFIBEAENERESR, YT ARM64 CPU M3, KEMIKEIF
73: kernel/{KERNEL VERSION}/arch/arm64/boot/dts/sunxi/sun*.dtsi,

o XEWMXHHNEERZ SoC B L XREBEAEE, XYF ARM32 CPU M5, IREWHERER
73: kernel/{KERNEL VERSION }/arch/arm/boot/dts/sun*.dtsi,

o RKIEEM (board.dts) #&12: /device/config/chips/{IC}/configs/{BOARD}/board.dts

linux4.9 device tree BBRIB4EN) X RI0T

board.dts

|------ sun*-pinctrl.dtsi
[------ sun*-clk.dts

linux5.4 device tree HIRIBEHX RN T :

board.dts
[-------- sun*.dtsi

IR © HiB2EREROBIRAR. RE—INF 6
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£ sun*.dtsi X4, EEET 1% SoC B dma EHISBHEARERES, —RAEIUEN, B dma
IXEheEdR B LR,

dma0:dma-controller@03002000 {

compatible = "allwinner,sun50i-dma"; //RBEY, BTFRHMIZELE
reg = <0x0 0x03002000 0x0 0x1000>; // 5175 EMNE0x03002000F15EE 0x1000
interrupts = <GIC SPI 42 IRQ TYPE LEVEL HIGH>; //dmaizHI2sxd[gichE S Anfhs 28]

clocks = <&clk_dma>;

//dmafEERIESER, linux4.9BEEEsun*-clk.dtsif, linux5. 48 &

fEsun*.dtsiHn
#dma-cells

<1>;

//BFEIdtsEcEdma, BENZBER

2.4.4 device tree Xt dma ERIEEMEE

7 sun*.dtsi X, EEE T SoC dma ITHIBSHEHIEERER,

spif: spi@5010000 {
dmas = <&dma 22>, <&dma 22>; //dma @iEs ,\Sdma s pee
dma-names = "tx", "rx"; //dma EiERA F VS IREI A

2.5 &1\

2.5.1 AFEN

AERREEN, BMEERRMAE MEEE R BEItIL, FhaseaRE—1 i, HiRA
EIY/GIE

DMLA

HEL] B uﬂ

2-6: DMA Engine RFENREE

WA © BSEERERHERAE. RE—TF 7
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BB BB ESNAFRERLREEENENMIL, SFRTEIRE—1TFRE, HIER
EIYEE @

Bufl

Buf2-

m: Device

2-7: DMA Engine #5# 1;REE (slave 5 master)

LREIELGE TR ERHXTF Slave IKEMEY, BEXIFHE Slave 5 Master Z B89N, &
ES—E5#NZE INAEHITIRIEN, B Master 5§ Master zia)i#{71#2(E, BAERXEM
B

Srcl

\. n

2-8: DMA Engine/&5/# N/REE (master 5 master)

2.5.3 BHRER

BIFEAFLZIE—IR Ring buffer YIETH, AMEHBNERH, SEE—ThakE—1TF
i#fr, [EIAY I A3 el R 2K,

WRAFRE © BseEREROERAE. RE—TNF 8
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3.1 dma request channel

[R B struct dma_chan *dma_request channel(const dma_cap mask t *mask, dma filter fn fn, void *

fn_param)

EA: HiF— A A@E, &[0 dma @ERIFEW (£ linux-5.4 L15fA dma_request_chan),

o B
o mask: FiEBRIBEMNEHIEEAIBE,

o fM:DMA BIXEjJ*L\ﬁE"J:\L‘j.%E&%&; E_“,Xjﬂ NULL,
e fn param:DMA IKzhFAE RIS IREEL, ZNRITAESER, BILLY NULL,

e iR[O]:

o FIh, 1R[] dmaEERIEFTIR,

3.2 dma request chan

Eﬁggi struct dma chan *dma request chan(struct device *dev, const char *name)

B BIE— 1 AAEE, RO dma BERIEDR.

O

.

e dev: $E[A dma FIFEMIEH,

e name: WERF, 51&EMH dma-names XI5,
o IX[O]:

e HIN, iR[E] dma BERIEAIR,

WRIRFE © HRB2ERRRNHERAE. RE—TIMF 10
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3.3 dma release channel

o BB void dma_release channel(struct dma chan *chan)

o {EF: BRIEEM dma &EE,

o B

e chan: EMERFKEY dma BEE G,
o IR[O]:

o TiR[EE

3.4 dmaengine slave config

o [RAY: int dmaengine slave config(struct dma_chan *chan, struct dma_slave config *config)

o /EA: ECE dma EEM slave 8.

e chan:

FEMER(EN dma BE AR,

e config:dma’iBi& slave HNES#K,

e JR[O]:
o EEIjJ,

° 9&)”&)

(1 3588

R[El 0o

RO FE IR

dma_slave_config %¥3i%BAINT:

};

direction:

struct dma_slave config {

enum dma_transfer direction direction;
dma_addr_t src_addr;

dma _addr t dst addr;

enum dma_slave buswidth src addr width;
enum dma_slave buswidth dst addr width;
u32 src_maxburst;

u32 dst _maxburst;

bool device fc;'"

unsigned int slave id;

f£%75%, BMYEMEM TO DEV DEV_TO MEM MEM TO MEM DEV_TO DEV

IR © HiB2EREROBIRAR. RE—INF
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src_addr: EibhE, IUEYIIERINE

dst_addr:  BHithiE, ARt

src_addr_width: BEIESRE, byte®fE, BEL, 2, 4, 8
dst addr width: BREIERE, EER L
src_max_burst: FERAKE, &L, 4, 8

dst_max_burst: BMRAKE, BERL

slave id: MiBEidS, IAFEDRQANIRE, FEMAsunxi_slave id(d, s)Z&=i®E, BAFEUESRinclude/linux/
sunxi-dma.hFflinclude/linux/dma/sunxi/dma-sun*.hEfEH,

(1 358
fEmIEATNE:

struct dma async tx descriptor {
dma_cookie t cookie;
enum dma ctrl flags flags; /* not a 'long' to pack with cookie */
dma_addr_t phys;
struct dma_chan *chan;
dma_cookie t (*tx submit)(struct dma async tx descriptor *tx);
dma_async_tx callback callback;
void *callback param;

b
cookie: ARFHR cookie, TEULEE EME—
tx_submit: ARIEHIRYIR ST R 2R
callback: e/ IENRE R

callback param: [EEREHISEL

3.5 dmaengine-prep slave sg
o REY:

struct dma_async _tx descriptor *dmaengine prep slave sg(struct dma chan *chan, struct scatterlist *

sgl, unsigned int sg len, enum dma_transfer direction dir, unsigend long flags, void *context)

o EA: HEE—RBEELH.

e chan: {5MEREH dma BEE AR,

o sgl: BFIRMUL, HEFIRERZABTERIL

WRINFE © HRB2ERRRNERAR. RE—IF 12
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e sg len: #X5IRA buffer B,
o dma_transfer direction dir: 53751, It4&% DMA MEM TO DEV, DMA DEV TO MEM,
o flags: fFiEtnEo.

e IR[O]:

o FTN, RE—MEMEARRTIE

o &, &[] NULL,

3.6 dmaengine prep dma cyclic

o RAY:

struct dma_async tx descriptor *dmaengine pre dma cyclic(struct dma chan *chan, dma_addr t buf addr

, size t buf len, size t period len, enum dma transfer direction dir, unsigned long flags)

o {EFA: R —RIFF buffer £,

e chan: EEERIFH dmadBE AR

buf addr: Bryihit,

buf len: ¥# buffer BKE,

period_len: &—/\F buffer NKE,

dma transfer direction dir: fZ#i5F, Lt DMA MEM TO DEV, DMA DEV TO MEM,
flags: fEHifRS.

e IR[O]:

o BTN, RE—MEMEARRTIE

o KK, 1&[E] NULL,

3.7 dmaengine submit

° }?ﬁg dma_cookie_t dmaengine submit(struct dma_async_tx_descriptor *desc)
o EA: EREZMIFEENER,
o Y

o desc: EMBRERZHEHEIATT,

WRIRFE © HRB2ERRRNHERAE. RE—TIMF 13
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o IR[O]:
o I, REI—1MKF 0 BY cookies

o K, R[OFHIRID,

3.8 dma async issue pending

L }figg void dma_async_issue pending(struct dma_chan *chan)
o EM: Bohi@EEH,
o B
e chan: FEREEANEE,
o JR[O]:
o TiR[ENE,

3.9 dmaengine terminate all

[RE: int dmaengine_terminate_all(struct dma_chan *chan)
R {=1L@E LBIFR B £ e
o Y

e chan: EEEXIEAIEE,
o RO

o FXIh, R[] 0s

o KK, REIFHIRD,

A E&E

ILIhEE S EFRFIAHIE.

3.10 dmaengine pause

},T?ii'l: int dmaengine pause(struct dma_chan *chan)

B EFEFEEERE,

[ ]
o B

e chan: IERMEHEEHAEE
o IX[O]:

WRAFRE © BseEREROERAE. RE—TNF
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L EszjJ: i}g@ Oo
[ 9&)”&’ ﬁ@%ﬁi;ﬁgjo

3.11 dmaengine resume

}?EEI int dmaengine resume(struct dma_chan *chan)

ER: EFEERIEH.

o SER:
e chan: IEMEMEFHAVIBEE,
e 1R[T]:

o E}ZIjJ) i}g@ 0o
o X, REIFHEIRIG,

3.12 dmaengine tx status

o R B enum dma_status dmaengine tx status(struct dma chan *chan, dma_cookie t cookie, struct
dma_tx state *state)

o 1EA: THEIERZIVIRE,

o B

e chan: IEREZEWEHRSHEE,
e cookie:dmaengine submit EZMiRERY id,
o state: ATREVRESHZ St

e IR[O]:

e DMA SUCCESS, FRRfZHmMINTEMo

e DMA IN PROGRESS, HRR{gXRidRMEHIER,
e DMA PAUSE, RRfEHELHE,

e DMA ERROR, F&Rnf&HIKK,

WRIRFE © HRB2ERRRNHERAE. RE—TIMF 15
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AEFHEEZHHE DMA Engine HERRE, UEFEEM

4.1 BARIE

Pequest charmel

Several times A

£ L
5

e i Schedtask

4-1: DMA Engine ERRIZ

4.2 EEFEIM

o [EARBERDGFKRIE, UKIAE

o [EIAR BT EIRET K

o Pending HAEIEMEHMESFRIRFMMEIR, cyclic RIBRIH

e XF linux-4.9, £ dma_slave config FH slave id X3F devices HNEIEE

WRAFRE © BseEREROERAE. RE—TNF
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5.1 efl

struct dma_chan *chan;

dma_cap mask t mask;

dma_cookie t cookie;

struct dma slave config config;

struct dma tx state state;

struct dma_async_ tx descriptor *tx = NULL;
void *src_buf;

dma_addr t src_dma;

dma_cap zero(mask);
dma cap set(DMA SLAVE, mask);
dma_cap set(DMA CYCLIC, mask);

/* BRiE— 1 EAEE */
chan = dma_request channel(dt->mask, NULL, NULL);
if (!'chan){

return -EINVAL;

src_buf = kmalloc(1024*4, GFP KERNEL);
if (!src_buf) {

dma_release channel(chan);

return; -EINVAL;
}

/* Bttt FIDMA A */
src_dma = dma_map_single(NULL, src_buf, 1024*4, DMA _TO DEVICE);

config.direction = DMA MEM TO DEV;
config.src_addr = src_dma;
config.dst addr = 0x01lc;

config.src_addr width
config.dst addr width =
config.src_maxburst = 1;
config.dst maxburst = 1;
config.slave id = sunxi_slave id(DRQDST_AUDIO CODEC, DRQSRC_SDRAM);

DMA SLAVE BUSWIDTH 2 BYTES;
DMA SLAVE BUSWIDTH 2 BYTES;

dmaengine slave config(chan, &config);

tx = dmaengine pre dma cyclic(chan, scr dma, 1024*4, 1024, DMA MEM TO DEV,
DMA_PREP_INTERRUPT | DMA CTRL ACK);

/* RBRERER */
tx->callback = dma callback;
tx->callback = NULL;

/* R KREEhEE */

IR © HiB2EREROBIRAR. RE—INF
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cookie = dmaengine submit(tx);
dma_async_issue pending(chan);
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6.1 dma debug &

EARZBY menuconfig HEMAFEREIZIETG, £ dma FHEE, SITED dma 1HRRF, FEESM
Hh—L& debug 58, BEFHNHIT debug, ZRBEEBMMITHAARIOT:
EGRPITHHENAZIEE R (kernel/linux-4.9), #1T make ARCH=arm64(arm) menucon-
fig #ANEEXRE, FRUTTEIRE: Bk, 1&8F Device Drivers EIuHE N T—RECE,
TEFR:

Linux/améd 4.9.178 Kernel Configur
ielects submenus ---> (or empty submenus ----). Highlighted letters are hotkeys. Pressa
ided <M= module = = module capable

ludes, =N= excludes, =

General setup --->

ble the block la
atform seleciio
Eus support

6-1: A1% menuconfig 1E3$

i%#¢ DMA Engine support, # A\ T&EE, N TFEFMR:

WA © BSEERERHERAE. RE—TF 19
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6-3: W#Z menuconfig RFZE

il CONFIG_ DMADEVICES DEBUG XA BB HE, EEH dma iY, 25 —Lxd[AgFTED
BIRER, AEEIEMLRE

IR © HiB2EREROBIRAR. RE—INF
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6.2 BRI G E

6.3 FFB sunxi dump EE5HENEF1FES

cd /sys/class/sunxi_dump/
1. 55 EFH
echo 0x03002000 > dump ;cat dump

LZRINT:
cupid-pl:/sys/class/sunxi dump # echo 0x03002000 > dump ;cat dump
0x00000022

2. 5ERFESLE
echo 0x03002000 0x1 > write ;cat write

3. BEF—RESEHFS
echo 0x03002000,0x03002fff > dump;cat dump

ZRMT:

0x0000000003002000: 0x00000022 Ox00000000 OxO0000000 Ox00000000
0x0000000003002010: 0x00000000 OXxOOO000000 OxO0000000 0x00000000
0x0000000003002020: 0x000000ff OxO0000000 0x00000007 HxO0000O000
0x0000000003002030: 0x0000000070Xx0Q000000 0x00000000 Ox00000000
0x0000000003002040: 0x00030000 OxO0000000 0xQOO0BO000 OXO0000000
0x0000000003002050: OXOO000000 OxOO000000" OxO0OEOOO O0X0OOCOO0O
0x0000000003002060% Ox00000000 Ox0000O000 OxO0OOOOO0 OxO0000000
0x0000000003002070: 0x00000000 6x00000000 0x00000000 OxO00000000
0x0000000003002080: 0x00000000 Ox60000000 0x00000000 0xO0000000
0x0000000003002090: 0x00000000° OXOOOO0000 0xO0000000 Ox00000000
0x00000000030020a0: 0x00000000 OxOOO00000 OxO0000000 OxO0000000
0x00000000030020b0: 0x00000000 OxO0000000 0x00000000 OxO00000000
0x00000000030020c0: 0xO00000000 OXxOOO000000 OxO0000000 6xO0000000
0x00000000030020d0: 0x00000000 OxO0000000 Ox00000000 OxO0O00000
0x00000000030020€0.: 0x00000000 6xOQO00000 0x00000000 0xO0000000
0x00000000030020F0: ,0x00000000_HOXO00000000 0x00000000 OxO00000000
0x0000000003002100: 0x00000000 0x00000000 OxTcOOOO0eO 0x83460240
0x0000000003002110: OxfclE6500 6x05096020 0x00000b8O Ox00010008
0x0000000003002120: 0x00000000 OxO0000000 Ox0000000c OxfcOOOOCO
0x0000000003002130: 0x00000000 6xO0000000 Ox00000000 OxO0O000000
0x0000000003002140: 0x00000000 Ox00000000 O0xfcOOOle® 0x83430240
0x0000000003002150: Oxfc506200 0x05097030 0x00000e80 0x00010008
0x0000000003002160: 0x00000000 OxO0000000 0x0000000c OxfcOOO1cO
0x0000000003002170: 0x00000000 OXxOOO0O0000 OxO00C0000 OxO0000000
0x0000000003002180: 0x00000000 OxXxOOO000000 OxO0OC0000 OxO0000000
0x0000000003002190: 0x00000000 6xO0000000 Ox00000000 OxO0000000
0x00000000030021a0: 0x00000000 Ox00000001 OxO0000000 OxO0000000
0x00000000030021b0: Ox00000000 6xO0000000 Ox00000000 OxO00000000
0x00000000030021cO: 0x00000000 OxXxOOOO0000 OxO0O000000 OxO00000000
0x00000000030021d0: 0x00000000 OxO0000000 OxO0000000 OxO0O000000
0x00000000030021e0: 0x00000000 OxO0000001 Ox00000000 OxO0000000
0x00000000030021f0: 0x00000000 6xO0000000 0xO00000000 OxO0O000000
0x0000000003002200: 0x00000000 OxOO000000 OxOOO0C0000 OxO0000000
0x0000000003002210: 0x00000000 OxOO000000 OxO0OC0000 OxO0000000
0x0000000003002220: 0x00000000 OxXx00000001 OxO0000000 OxO0000000

cupid-pl:/sys/class/sunxi _dump # echo 0x03002000,0x03002fff > dump;cat ‘dump
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53 | 6x0000000003002230: 0x00000000 Ox00000000 OxO0C00000 OxOOO00000
0x0000000003002240: 0x00000000 OxXxO0000000 OxO0000000 OxO0000000
0x0000000003002250: 0x00000000 OXxO0O000000 OxO0000000 OxO0000000
0x0000000003002260: 0x00000000 6xO0000001 Ox00000000 0xO0000000
0x0000000003002270: 0x00000000 OxOO000000 OxO0000000 OxO00000000
0x0000000003002280: 0x00000000 OxOO000000 OxO0O0C0000 OxO0000000
59 | 6x0000000003002290: 0x00000000 Ox00000000 OxOOC00000 OxOOO0O000
60 | 6x00000000030022a0: 0x00000000 0x00000001 OxO0C00000 OxOOOOOC00
61 | 0x00000000030022b0: O0x00000000 0x00000000 OxO00000000 OxOE0O0000
62 | 6x00000000030022cO: 0x00000000 Ox00000000 OxOO0000000 O0xOO000000
63 | 6x00000000030022d0: 0x00000000 Ox00000000 0x00000000 OxO0000000
64 | 6x00000000030022e0: O0x00000000 Ox00000001 OxOOC00000 OxOOOOO000
65| 0x00000000030022f0: 0x00000000 Ox00000000 Ox00000000 OxOOOO0000
66 | 6x0000000003002300: 0x00000000 Ox00000000 OxO0C00000 OxOOO00C00
67 | 0x0000000003002310: 0x00000000 Ox00000000 0x00000000 OxOEOO0000
68 | 6x0000000003002320: 0x00000000 Ox00000001 OxO0000000 O0xOO000000
69 | 6x0000000003002330: 0x00000000 Ox00000000 OxOOC00000 OxOOO0O000
70 | 6x0000000003002340: 0x00000000 Ox00000000 OxOOC00000 OxOOOOO000
71 ] 6x0000000003002350: 0x00000000 Ox00000000 Ox00000000 OxOO000000
72| 0x0000000003002360: 0x00000000 0x00000001 Ox00000000 6xO0000000
73] 0x0000000003002370: 0x00000000 0x00000000 0x00000000 OxOE0O0000
74| 6x0000000003002380: 0x00000000 Ox00000000 OxO0000000 O0xOO000000
75| 6x0000000003002390: 0x00000000 Ox00000000 OxOOC00000 OxOOOOOC00
76 | 6x00000000030023a0: 0x00000000 Ox00000001 OxO0C00000 OxOOO0OC00
77| 0x00000000030023b0: 0x00000000 Ox00000000 Ox00000000 OxO00O0000
78 | 0x00000000030023c0: O0x00000000 Ox00000000 OxO0000000 OxOO0O0000
79 | 6x00000000030023d0: 0x00000000 Ox00000000 OxO0000000 0xO00000000
80 | 6x00000000030023e0: 0x00000000 Ox00000001 OxO0000000 OxO00COOCOO
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